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CHAPTER 1 Introduction

Classical electromagnetic scattering in the frequency-domain is described by Maxwell’s

equations

∇×E = −ωB (1.1)

∇×H = J+ ωD (1.2)

∇ ·D = ρv (1.3)

∇ ·B = 0 (1.4)

along with the following constitutive relations

D = ǫ ·E (1.5)

B = µ ·H (1.6)

J = σ ·E. (1.7)

Here ω is the frequency,  is the unit imaginary number, E is the electric field (V/m), H is the

magnetic field (A/m), D is the electric flux density (C/m2), B is the magnetic flux density

(Wb/m2), J is the current density (A/m2), ρv is the charge density (C/m3), V stands for volts,

C for coulombs, m for meters, A for amperes, and Wb for webers. Also ǫ, µ, and σ are the

permittivity, permeability, and conductivity tensors, respectively. Satisfying these equations

subject to appropriate boundary conditions is sufficient to guarantee a unique solution.

One may reduce the vector-valued problem of solving Maxwell’s equations to an equivalent

scalar problem via the scalar decomposition. For a preferred direction along û, the electric

and magnetic fields may be expressed in terms of TM (ψ) and TE (ϕ) scalar potentials[1]

E = ∇×∇× [ûψ]− ωµp∇× [ûϕ] (1.8)
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H = ωǫp∇× [ûψ] +∇×∇× [ûϕ] (1.9)

where ǫp, µp are the material parameters in region p. The potentials satisfy the Helmholtz

equation

(∇2 + k2p)ψ = s1(r) (1.10)

and

(∇2 + k2p)ϕ = s2(r) (1.11)

where k2p = ω2ǫpµp and s1(r) and s2(r) are source terms.

Appropriate expansions for the scalar potentials are essential to the analytical solutions I

propose. Specifically, the set of functions must form a basis for the vector space in question.

Consider a linear operator L : H → H defined on an infinite-dimensional Hilbert space H.

The spectrum of the operator L is defined as the set

σ(L) = {λ ∈ C | (L − λI) is not invertible} . (1.12)

Any λ ∈ σ(L) is also a member of one of three subsets

σ(L) = σp(L) ∪ σc(L) ∪ σr(L). (1.13)

The point spectrum is defined as the set

σd(L) = {λ | (L − λI) is not one-to-one} . (1.14)

In this case the kernel of (L− λI) is nonempty. Therefore, there exists xλ ∈ ker(L− λI)/{0},

that is (L − λI)xλ = 0, Lxλ = λxλ. Here xλ is the eigenfunction associated with eigenvalue

λ. The continuous spectrum is the set

σc(L) =
{
λ | (L − λI) is one-to-one but not onto, and ran(L − λI) = H

}
. (1.15)

Finally, the residual spectrum is the set

σr(L) =
{
λ | (L − λI) is one-to-one but not onto, and ran(L − λI) 6= H

}
. (1.16)

For most electromagnetics problems, the residual spectrum is empty and the point spectrum

is discrete.[2] However, the discrete and continuous spectrum may both be nonempty. Specif-

ically, the Helmholtz operator H = ∇2 + k2p has both a discrete and continuous spectrum
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for unbounded domains. As such, both a series and integral are necessary to represent the

potential

ψ(r) =
∞∑

i=1

Difi(r) +

∫ ∞

−∞

C(β)F (r)dβ. (1.17)

However, the following key result applies to bounded domains[3]

Theorem 1.0.1 (Spectral theorem for compact, self-adjoint operators). Let L : H → H be a

compact, self-adjoint operator on a Hilbert space H. Then there is an orthonormal basis of H

consisting of the eigenfunctions of L. The nonzero eigenvalues of L form a finite or countably

infinite set {λk} of real numbers, and

L =
∑

k

λkPk, (1.18)

where Pk is the orthogonal projection onto the finite-dimensional eigenspace of eigenvectors

with eigenvalue λk. If the number of nonzero eigenvalues is countably infinite, then the series

in (1.18) converges to L in the operator norm.

Theorem 1.0.1 guarantees that the eigenfunctions of L form a basis on a finite domain. In this

case, the potentials may be represented by a discrete basis

ψ(r) =
∞∑

i=1

Difi(r). (1.19)

In this dissertation, I use discrete eigenfunction expansions to study three electromagnetic

scattering problems in the frequency-domain. In Chapters 2 and 3, the  convention is adopted

for complex numbers, while I adopt the ı convention in Chapter 4. Chapter 2 describes an

eddy-current coil interacting with a perfectly conducting wedge of arbitrary angle. A closed-

form expression for the impedance of a tangential eddy-current coil in the presence of an

infinite conducting wedge of arbitrary angle is derived. The truncated eigenfunction expansion

(TREE) solution given here is valid in the quasi-static frequency regime. The theory was

validated via comparison to an independent analytical expression for the impedance change

of a horizontal coil over a conducting half-space due to Burke. I present results for three

geometries: a conducting quarter-space, a conducting wedge of angle 225 degrees, and a semi-

infinite conducting sheet. Our theory predicts a measurable change in the tangent coil reactance

in the presence of all three geometries.



www.manaraa.com

4

Chapter 3 discusses the control of electromagnetic edge effects in electrically-small rectan-

gular plasma reactors. Expressions for the fields in an electrically-small rectangular reactor

with plasma in the chamber are derived. Modal field decompositions are employed under the

homogeneous plasma slab approximation. The amplitude of each mode is determined analyt-

ically. It is shown that that the field can be represented by the standing wave, evanescent

waves tied to the edges, and an evanescent wave tied to the corners of the reactor. The impact

of boundary conditions at the plasma edge on nonuniformity is quantified. Uniformity may be

improved by placing a lossy magnetic layer on the reactor sidewalls. It is demonstrated that

nonuniformity is a decreasing function of layer thickness.

Chapter 4 is a theoretical investigation of extraordinary optical transmission (EOT) through

a silver film perforated by an infinite square array of circular holes. A mode-matching solution

to plane wave scattering by a silver film perforated by an infinite array of circular holes is

presented. Impedance boundary conditions are imposed on all surfaces. Theory predicts a

peak transmission value that is in good agreement with experiment. Extraordinary optical

transmission is studied as a function of film thickness, hole radius, and lattice constant. The

transmission profile position, shape, and amplitude are strong functions of film thickness, hole

radius, and lattice constant. The effect of film thickness on coupling between modes bound to

the upper and lower surfaces is studied. It is demonstrated that transmission peaks occur for

holes of a roughly constant electrical size. A relationship between the lattice constant and the

transmission-to-area efficiency is quantified. The relationship between angle of incidence and

the position of transmission peaks is explored.
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CHAPTER 2 Eddy-current coil interaction with a perfectly conducting

wedge of arbitrary angle

2.1 Literature Review

In general, eddy-current coils are positioned with their axes perpendicular to the surface

under investigation. This pancake orientation allows for good coupling between the coil and

the work-piece. However, it may be advantageous to position the coil with its axis parallel

to the surface, the so-called tangential orientation. While the coupling with the work-piece is

weaker, tangent coils sometimes allow for better probe access. In this chapter, the interaction

of a tangent coil with a perfectly conducting wedge is studied. An analytical expression for

the impedance of an eddy-current coil in the presence of an infinite perfectly conducting wedge

in a radially truncated domain has been derived. The axis of the coil is parallel to the edge

formed by the intersection of the faces of the wedge (Figure 2.1). The problem is of interest

to researchers in eddy-current non-destructive evaluation (NDE).

To find the impedance of the coil, I determine first the field scattered by a dipole in the

presence of the wedge and deduce the dipole field from a Green’s function. Integral represen-

tations of the Green’s function for an infinite conducting wedge were determined by Felsen

and Marcuvitz[4], Wait[5], and Mishustin[6]. Felsen expresses the Green’s function as both a

double improper integral and an improper integral and an infinite series. Wait’s approach also

leads to an integral with infinite limits of integration and an infinite series. Mishustin employs

analytical transformations to represent the Green’s function as a single integral with finite

limits of integration. In order to avoid integral representations I solve for the Green’s function

of a conducting wedge in a radially truncated domain, expressing the result in the form of a

series. This solution is equivalent to the Green’s function of a circular sectoral waveguide. The
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dyadic Green’s function for a hollow circular waveguide was obtained via vector wave functions

by Tai[7]. I derive a Fourier-Bessel series representation of the Green’s function of a circular

sectoral waveguide via scalar potentials.

Solutions based on domain truncation are only valid in certain frequency regimes. In the

dynamic case, truncating the domain in the radial direction creates artificial reflections at

the truncation boundary. However, the quasi-static excitation employed here evanesces away

from the coil which means that the fields are essentially limited to a finite region and may

be accurately represented by a discrete basis. The series solution obtained by truncating an

infinite domain is the primary advantage of the ’truncated eigenfunction expansion’ (TREE)

method[8]. The TREE method has been used to solve a number of eddy-current problems.

Sun et al.[9] found the eddy currents induced in a finite length layered rod by a coaxial coil.

Li et al.[10] used the TREE method to study pulsed eddy-current systems. Theodoulidis and

Bowler[11] have applied the TREE technique to analyze the interaction between an eddy-

current coil and a penetrable right-angled conductive wedge.

This chapter proceeds as follows. In Section 2.2 I introduce the scalar decomposition. In

Section 2.3 I derive transverse electric (TE) Green’s functions for the hollow circular and cir-

cular sectoral waveguides. The potential due to a current loop in a circular sectoral waveguide

is obtained in Section 2.4. In Section 2.5, the potential due to a circular coil in a circular

sectoral waveguide is determined. I arrive at an expression for the impedance of the coil in

Section 2.6. Results for a number of wedge geometries are discussed in Section 2.7.

2.2 Scalar Decomposition

For a preferred direction along the z-axis, the frequency-domain electric and magnetic

fields may be written in terms of transverse magnetic (TM) and transverse electric (TE) scalar

potentials thus[1]

E = ∇×∇× [ẑψ]− ωµ∇× [ẑϕ] (2.1)

H = ωǫ∇× [ẑψ] +∇×∇× [ẑϕ]. (2.2)
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φ
0

PEC

φ
z

ρ

φ
0

Figure 2.1 Finite eddy-current coil in the presence of an infinite perfectly

conducting wedge.

Here ǫ, µ are respectively the permittivity and permeability of the medium. I seek a solution

for the potentials ψ and ϕ due to an eddy-current coil whose axis is in the z-direction, Figure

2.1. The components of the electric and magnetic fields tangential to the wedge surfaces are

Ez =

(
∂2

∂z2
+ k2

)
ψ (2.3)

Eρ =
∂2ψ

∂ρ∂z
− ωµ

1

ρ

∂ϕ

∂φ
(2.4)

Hz =

(
∂2

∂z2
+ k2

)
ϕ (2.5)

Hρ = ωǫ
1

ρ

∂ψ

∂φ
+

∂2ϕ

∂ρ∂z
. (2.6)

The tangential electric field must vanish on the surfaces of the wedge at φ = 0+ and φ = φ0−.

Therefore, from (2.3), the TM potential ψ satisfies a Dirichlet boundary condition on the

surface of the wedge. Hence, from (2.4), the TE potential ϕ satisfies a Neumann boundary

condition on the surface of the wedge.

The strategy for finding the potentials is as follows. As the axis of the coil is along the z-

direction, I assume there is no z-component of the electric field and therefore ψ = 0 everywhere.

In the absence of the TM potential, the transverse electric potential ϕ is sufficient to satisfy

Maxwell’s equations and the Neumann boundary condition on the surface of the wedge. First,
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I derive a series representation of the potential due to a TE dipole in the presence of the wedge

in a radially truncated domain. For completeness, the TM Green’s functions for both the

hollow circular and circular sectoral waveguides are included in Appendix A. Next I must find

the potential due to a filamentary current loop in the presence of the wedge. To do so I take

advantage of an equivalence principle[12] stating that the field due to a filamentary current

is the same as that of an infinitesimally thin magnetic shell bounded by the filament. The

potential due to a circular loop is found by taking the shell to be a circular disc. Once the

loop potential is known, one arrives at the potential due to the coil by integrating over its

cross-section.

2.3 Fourier-Bessel Series Representation of the TE Green’s Functions

In this section, I propose a Fourier-Bessel series representation of the TE Green’s function

for the hollow circular and circular sectoral waveguides. I begin with the analysis of the hollow

circular waveguide.

2.3.1 Hollow Circular Waveguide

I seek a solution to

(∇2 + k2)g(te)(ρ, ρs, φ− φs, z − zs) = −δ(ρ− ρs)δ(φ− φs)δ(z − zs)/ρ (2.7)

where ∂g(te)(a, ρs, φ−φs, z−zs)/∂ρ = 0. An integral representation of the circular waveguide is

possible using the incident and scattered field approach. In order to avoid numerical integration

I choose to solve the governing equation directly following the Ohm-Rayleigh method [7]. The

following standard completeness relations are used in (2.7):

δ(φ− φs) =
1

2π

∞∑

m=−∞

exp[−m(φ− φs)] (2.8)

and

δ(z − zs) =
1

2π

∫ ∞

−∞

exp[β(z − zs)]dβ. (2.9)
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In this case, I also take advantage of the completeness relation for Bessel functions [2]:

δ(ρ− ρs)

ρs
=

∞∑

i=1

1

c2mi

Jm(αmiρ)Jm(αmiρs) (2.10)

where αmi = qmi/a where qmi is the ith zero of the derivative of the Bessel function of order

m. Also [13]

c2mi =

∫ a

0
J2m(αmiρ)ρdρ = −a

2

2
Jm(αmia)J

′′
m(αmia). (2.11)

The Green’s function may be expanded in a Fourier series in the azimuthal direction

g(te)(ρ, ρs, φ− φs, z − zs) =
∞∑

m=−∞

g(te)m (ρ, ρs, z − zs) exp[−m(φ− φs)]. (2.12)

The unknown coefficients are written as an inverse Fourier transform thus

g(te)m (ρ, ρs, z − zs) =
1

2π

∫ ∞

−∞

g̃(te)m (ρ, ρs) exp[β(z − zs)]dβ. (2.13)

By completeness, the radial function may be further expanded in terms of eigenfunctions

g̃(te)m (ρ, ρs) =

∞∑

i=1

Ami(β)
1

c2mi

Jm(αmiρ)Jm(αmiρs). (2.14)

Substituting (2.12), (2.13), and (2.14) in (2.7) yields

{
L2 − γ2

} ∞∑

i=1

Ami(β)
1

c2mi

Jm(αmiρ)Jm(αmiρs) =

1

2π

∞∑

i=1

1

c2mi

Jm(αmiρ)Jm(αmiρs)

(2.15)

where

L2 = −1

ρ

∂

∂ρ

(
ρ
∂

∂ρ

)
+
m2

ρ2
(2.16)

and γ2 + β2 = k2. By definition of an eigenfunction,

L2Jm(αmiρ) = α2
miJm(αmiρ). (2.17)

Using (2.17) in (2.15)

∞∑

i=1

Ami(β)
α2
mi − γ2

c2mi

Jm(αmiρ)Jm(αmiρs) =

1

2π

∞∑

i=1

1

c2mi

Jm(αmiρ)Jm(αmiρs).

(2.18)
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The orthogonality of the Bessel function implies that

Ami(β) =
1

2π

1

α2
mi − γ2

. (2.19)

Therefore, the Green’s function for the hollow circular waveguide takes the form

g(te)(ρ, ρs, φ− φs, z − zs) =
1

(2π)2

∞∑

m=−∞

exp[−m(φ− φs)]
∞∑

i=1

1

c2mi

Jm(αmiρs)·
∫ ∞

−∞

Jm(αmiρ)

α2
mi − γ2

exp[β(z − zs)]dβ.

(2.20)

Using the definition of γ, equation (2.20) may be expressed as

g(te)(ρ, ρs, φ− φs, z − zs) =
1

(2π)2

∞∑

m=−∞

exp[−m(φ− φs)]
∞∑

i=1

1

c2mi

Jm(αmiρs)·
∫ ∞

−∞

Jm(αmiρ)

α2
mi − k2 + β2

exp[β(z − zs)]dβ.

(2.21)

The denominator of the integrand may be factored thus

g(te)(ρ, ρs, φ− φs, z − zs) =
1

(2π)2

∞∑

m=−∞

exp[−m(φ− φs)]
∞∑

i=1

1

c2mi

Jm(αmiρs)·
∫ ∞

−∞

Jm(αmiρ) exp[β(z − zs)](
β −

√
k2 − α2

mi

)(
β +

√
k2 − α2

mi

)dβ.
(2.22)

As no branch cut occurs in the integrand of (2.22), the integral may be evaluated via the

residue theorem [14]

g(te)(ρ, ρs, φ− φs, z − zs) =
∞∑

m=−∞

exp[−m(φ− φs)]
∞∑

i=1

umi

c2mi

Jm(αmiρ)Jm(αmiρs)·

exp
[

√
k2 − α2

mi(z − zs)
]

√
k2 − α2

mi

(2.23)

where

umi =






8π αmi < k


4π αmi > k.

(2.24)

The above assumes that the wavenumber k is real.
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2.3.2 Circular sectoral waveguide

The derivation for the circular sectoral waveguide is similar to that of the previous section.

The direct Ohm-Raleigh method obviates the need for an integral representation of the Green’s

function. The governing equation is again

(∇2 + k2)G(te)(ρ, ρs, φ− φs, z − zs) = −δ(ρ− ρs)δ(φ− φs)δ(z − zs)/ρ. (2.25)

I have Neumann boundary conditions on the surface of the wedge ∂G(te)(ρ, ρs, 0 − φs, z −

zs)/∂φ = ∂G(te)(ρ, ρs, φ0 − φs, z − zs)/∂φ = 0 and on the walls of the guide ∂G(te)(a, ρs, φ −

φs, z−zs)/∂ρ = 0. Again, I choose to solve (2.25) directly. To this end, I propose the following

Eigenfunction expansion of the Green’s function

G(te)(ρ, ρs, φ− φs, z − zs) =
1

φ0π

∞∑

m=0

∞∑

i=1

1

c2mi

Jµ(αmiρs) cos(µφ) cos(µφs)·
∫ ∞

−∞

Jµ(αmiρ)

α2
mi − γ2

exp[β(z − zs)]dβ.

(2.26)

Here αmi = qµi/a where qµi is the ith zero of the derivative of the Bessel function of order

µ = mπ/φ0 and

c2mi =

∫ a

0
J2µ(αmiρ)ρdρ =

a2

2

[
J2µ(αmia)− Jµ+1(αmia)Jµ−1(αmia)

]
. (2.27)

In order to satisfy the Neumann boundary condition on the surface of the wedge, a Cosine

basis is chosen in the azimuthal direction. Again, the integrand in (2.26) may be factored

G(te)(ρ, ρs, φ− φs, z − zs) =
1

φ0π

∞∑

m=0

∞∑

i=1

1

c2mi

Jµ(αmiρs) cos(µφ) cos(µφs)·
∫ ∞

−∞

Jµ(αmiρ) exp[β(z − zs)](
β −

√
k2 − α2

mi

)(
β +

√
k2 − α2

mi

)dβ.

(2.28)

The residue theorem implies that

G(te)(ρ, ρs, φ− φs, z − zs) =
∞∑

m=0

∞∑

i=1

dmi

c2mi

Jµ(αmiρ)Jµ(αmiρs) cos(µφ) cos(µφs)·

exp
[

√
k2 − α2

mi(z − zs)
]

√
k2 − α2

mi

(2.29)
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where if m > 0

dmi =






2φ0

αmi < k


φ0

αmi > k.

(2.30)

If m = 0, the normalization is given by

d0i =






4φ0

α0i < k


2φ0

α0i > k.

(2.31)

2.4 Potential due to a current-loop inside a circular sectoral waveguide

ρ
c

φ
0

φ φ
s
φ

c

ρ
ρ

s

ρ
cs

Ω
cs

b

PEC

Figure 2.2 Loop Geometry

In this section I consider the total potential due to a current-loop of radius b radiating

inside a circular sectoral waveguide, Figure 2.2. The potential due to the loop source may be

derived from the TE Green’s function of Section 2.3

G(te)(ρ, ρs, φ− φs, z − zs) =
∞∑

m=0

∞∑

i=1

dmi

c2mi

Jµ(αmiρ)Jµ(αmiρs) cos(µφ) cos(µφs)·

exp
[
−

√
k2 − α2

mi(z − zs)
]

√
k2 − α2

mi

.

(2.32)

The first step is to use the addition theorem to establish a new coordinate system at the center

of the loop. Graf’s addition theorem may be used to shift the expansion to the center of the
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loop[15]

Jµ(αmiρs) cos(µφs) =
∞∑

v=−∞

Jv(αmiρcs)Jµ−v(αmiρc)·

{cos[(µ− v)(−φc)] cos(vΩcs) + sin[(µ− v)(−φc)] sin(vΩcs)} .
(2.33)

I are free to substitute (2.33) into (2.32)

G(te)(ρ, ρc, φ, φc, z − zs) =
∞∑

m=0

∞∑

i=1

dmi

c2mi

Jµ(αmiρ) cos(µφ)
exp

[
−

√
k2 − α2

mi(z − zs)
]

√
k2 − α2

mi

·

∞∑

v=−∞

Jv(αmiρcs)Jµ−v(αmiρc)·

{cos[(µ− v)(−φc)] cos(vΩcs) + sin[(µ− v)(−φc)] sin(vΩcs)} .

(2.34)

Per the magnetic shell model, the potential due to the loop current is obtained by integrating

(2.34) over a disc of radius b centered on ρc

ϕL(ρ, ρc, φ, φc, z − zs) =
∫ 2π

0
dΩcs

∫ b

0
dρcsρcsG

(te)(ρ, ρc, φ, φc, z − zs) =

∞∑

m=0

∞∑

i=1

dmi

c2mi

Jµ(αmiρ) cos(µφ)
exp

[
−

√
k2 − α2

mi(z − zs)
]

√
k2 − α2

mi

·

∞∑

v=−∞

Jµ−v(αmiρc)

∫ b

0
dρcsρcsJv(αmiρcs)·

{
cos[(µ− v)(−φc)]

∫ 2π

0
dΩcs cos(vΩcs) + sin[(µ− v)(−φc)]

∫ 2π

0
dΩcs sin(vΩcs)

}
.

(2.35)

Only the v = 0 term remains after the integral over Ωcs is carried out

ϕL(ρ, ρc, φ, φc, z − zs) =

2π
∞∑

m=0

∞∑

i=1

dmi

c2mi

Jµ(αmiρ) cos(µφ)
exp

[
−

√
k2 − α2

mi(z − zs)
]

√
k2 − α2

mi

·

Jµ(αmiρc) cos(µφc)

∫ b

0
dρcsρcsJ0(αmiρcs).

(2.36)
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The integral over ρcs may be evaluated analytically ([16], 5.56(2))

ϕL(ρ, ρc, φ, φc, z − zs) =

2π
∞∑

m=0

∞∑

i=1

dmi

c2mi

Jµ(αmiρ) cos(µφ)
exp

[
−

√
k2 − α2

mi(z − zs)
]

√
k2 − α2

mi

·

Jµ(αmiρc) cos(µφc)
bJ1(αmib)

αmi
.

(2.37)

2.5 Potential due to a circular coil inside a circular sectoral waveguide

The potential due to a circular coil of N turns may be derived from the expression for the

loop-potential (2.37) by superposition. I integrate (2.37) over the the loop radius b from the

inner radius of the coil r1 to the outer radius r2. Similarly, the loop potential is integrated

over the source point zs from the lower surface of the coil z1 to the upper surface z2

ϕC(ρ, ρc, φ, φc, z) =

2πν

∞∑

m=0

∞∑

i=1

dmi

c2miβmi
Jµ(αmiρ) cos(µφ)Qmi(z, z1, z2)·

Jµ(αmiρc) cos(µφc)

∫ r2

r1

db
bJ1(αmib)

αmi

(2.38)

where the turns density ν = N/[(z2 − z1)(r2 − r1)],

Qmi(z, z1, z2) =





{exp[βmi(z2 − z)]− exp[−βmi(z − z1)]} /βmi z ≥ z2

{2− exp[−βmi(z − z1)]− exp[βmi(z − z2)]} /βmi z1 ≤ z ≤ z2

{exp[βmi(z − z1)]− exp[βmi(z − z2)]} /βmi z ≤ z1

(2.39)

and βmi =
√
k2 − α2

mi. The integral in (2.38) may be computed analytically ([16], 6.561(1))

ϕC(ρ, ρc, φ, φc, z) =

2πν
∞∑

m=0

∞∑

i=1

dmi

c2miβmi
Jµ(αmiρ) cos(µφ)Qmi(z, z1, z2)·

Jµ(αmiρc) cos(µφc)χmi(r2, r1)

(2.40)

where

χmi(r2, r1) =
1

6

[
1F2

(
3

2
; 2,

5

2
;−1

4
α2
mir

2
2

)
r32 − 1F2

(
3

2
; 2,

5

2
;−1

4
α2
mir

2
1

)
r31

]
. (2.41)

Here 1F2 is the generalized hypergeometric function.
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2.6 Impedance

Next I calculate the impedance of the coil in the presence of a conducting wedge. I must

calculate the flux linked by the coil. First I apply Graf’s addition theorem to (2.40)

ϕC(ρ, ρc, φ, φc, z) =

2πν
∞∑

m=0

∞∑

i=1

dmi

c2miβmi

∞∑

v=−∞

Jv(αmiρco)Jµ−v(αmiρc)·

{cos[(µ− v)(−φc)] cos(vΩco) + sin[(µ− v)(−φc)] sin(vΩco)}Qmi(z, z1, z2)·

Jµ(αmiρc) cos(µφc)χmi(r2, r1)

(2.42)

The flux linked by a single circular filament of radius r0 at z = z0 may be calculated by

integrating the z-component of the magnetic flux density

ΦL(ρc, φc) =

2πµ0ν
∞∑

m=0

∞∑

i=1

dmi

c2miβmi

∞∑

v=−∞

α2
mi

∫ 2π

0
dΩco

∫ r0

0
dρcoρcoJv(αmiρco)Jµ−v(αmiρc)·

{cos[(µ− v)(−φc)] cos(vΩco) + sin[(µ− v)(−φc)] sin(vΩco)}Qmi(z0, z1, z2)·

Jµ(αmiρc) cos(µφc)χmi(r2, r1)

(2.43)

Again, only the v = 0 survives the integration over Ωco

ΦL(ρc, φc) =

(2π)2µ0ν
∞∑

m=0

∞∑

i=1

dmi

c2miβmi
α2
miJµ(αmiρc) cos[(µ)(−φc)]·

Jµ(αmiρc) cos(µφc)χmi(r2, r1)Qmi(z0, z1, z2)

∫ r0

0
dρcoρcoJ0(αmiρco).

(2.44)

Evaluating the integral over ρco analytically yields

ΦL(ρc, φc) =

(2π)2µ0ν
∞∑

m=0

∞∑

i=1

dmi

c2miβmi
α2
miJ

2
µ(αmiρc) cos

2(µφc)χmi(r2, r1)·

r0J1(αmir0)

αmi
Qmi(z0, z1, z2).

(2.45)
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The total flux may be obtained by integrating (2.45) over the cross section of the coil

ΦC(ρc, φc) =

(2π)2µ0ν
2

∞∑

m=0

∞∑

i=1

dmi

c2miβmi
α2
miJ

2
µ(αmiρc) cos

2(µφc)χmi(r2, r1)·
∫ r2

r1

dr0
r0J1(αmir0)

αmi

∫ z2

z1

dz0Qmi(z0, z1, z2).

(2.46)

The integral over z may be evaluated based on the definition of Qmi(z, z1, z2)

ΦC(ρc, φc) =

(2π)2µ0ν
2

∞∑

m=0

∞∑

i=1

dmi

c2mi

α2
mi

βmi
J2µ(αmiρc) cos

2(µφc)χ
2
mi(r2, r1)·

(
2(z2 − z1)

βmi
+

2

β2mi

{1− exp[βmi(z1 − z2)]}
)
.

(2.47)

The induced emf is related to the flux by a time derivative

VC(ρc, φc) = IZC(ρc, φc) =

− ωI(2π)2µ0ν
2

∞∑

m=0

∞∑

i=1

dmi

c2mi

α2
mi

βmi
J2µ(αmiρc) cos

2(µφc)χ
2
mi(r2, r1)·

(
2(z2 − z1)

βmi
+

2

β2mi

{1− exp[βmi(z1 − z2)]}
)
.

(2.48)

Finally, the impedance is given by

ZC(ρc, φc) =

− ω(2π)2µ0ν
2

∞∑

m=0

∞∑

i=1

dmi

c2mi

α2
mi

βmi
J2µ(αmiρc) cos

2(µφc)χ
2
mi(r2, r1)Umi(z1, z2)

(2.49)

where

Umi(z1, z2) =

(
2(z2 − z1)

βmi
+

2

β2mi

{1− exp[βmi(z1 − z2)]}
)
. (2.50)

2.7 Results and Validation

2.7.1 Validation

Validation of the TREE method presented in this chapter was accomplished in the following

way. When the wedge angle φ0 is set equal to π, the geometry reduces to a tangent coil over a

PEC half-space. My theory was compared to an integral expression for the impedance change
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of a horizontal coil over a conducting half-space derived by Burke[17] (See Figure 2.3). One

observes excellent agreement over a range of distances from the conductor (lift-off).

20 25 30 35 40 45 50
−20

−15

−10

−5

0

lift−off (mm)

∆X
 (

Ω
)

Reactance variation

 

 

TREE method
Burke theory

Figure 2.3 Theoretical reactance change as a function of coil lift-off using

TREE method (blue line) and Burke theory (red triangles).

2.7.2 Results for wedge angles of 225 and 270 degrees

offset

Figure 2.4 Quarter-space Geometry.

A number of wedge geometries were studied. First consider a coil above a quarter-space

conductor (Figure 2.4). The excitation is provided by coil C5 at 850 Hz. In order to compute
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the impedance of the coil, equation (2.49) was implemented in MATLAB. The domain was

truncated at a radius a = 200 mm. The summation over the azimuthal harmonics was limited

to 45 terms. For each azimuthal basis function, 40 zeros were included in the summation. The

change in impedance of the coil is shown in Figure 2.5. The conductor is in the right half-

space where the coil position is positive. Away from the conductor (negative coil position),

the impedance is nearly unchanged from the free-space self-inductance of the coil. As the coil

moves over the edge of the conductor, currents induced on the surface of the metal decrease

the flux linked by the coil and the impedance drops. As the coil moves away from the edge,

the impedance approaches that of a coil over a half-space conductor.

−20 −10 0 10 20
−15

−10

−5

0

coil position (mm)

∆ 
X

 (
Ω

)

 

 

225
270

Figure 2.5 Reactance variation with coil axis position relative to the vertex

for wedges of angle 225 (solid line) and 270 (dashed line) degrees

for coil C5 excited at 850 Hz and a lift-off of 20 mm.

Figure 2.5 also shows the reactance variation for the C5 coil in the presence of a wedge

of angle 225 degrees. The coil movement and position is the same as for the quarter-space

geometry. I observe that the impedance change is slightly greater at the initial position than

for the quarter-space geometry. The wedge is initially closer to the coil for the 225 degree wedge

than for the 270 degree wedge. The proximity of the wedge face accounts for the slightly larger

|∆X|. As the coil moves toward the vertex of the wedge the impedance is driven down. The

transition is somewhat more gradual due to the smaller wedge angle. Away from the vertex

over the wedge the impedance again approaches that of a coil over a perfectly conducting
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half-space.

2.7.3 Conducting Sheet

offset

Figure 2.6 Conducting Sheet Geometry.

Next I consider an eddy-current coil interacting with a conducting sheet, Figure 2.6. The

wedge reduces to a conducting sheet when the wedge angle φ0 equals 2π. Again, away from

the sheet the coil impedance is unchanged from its free-space value. As the coil moves over

the sheet the impedance drops in accordance with Lenz’s law (Figure 2.7). Here the edge

singularity is relatively weak as the field produced by the coil is entirely TEz. Away from the

edge the impedance again approaches that of a coil over a conducting half space.

−20 −10 0 10 20
−15

−10

−5

0

coil position (mm)

∆X
 (

Ω
)

Figure 2.7 Reactance variation with coil axis position relative to the edge

of the conducting sheet for coil C5 excited at 850 Hz.
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2.8 Conclusion

A closed-form expression for the impedance of an eddy-current coil in the presence of an

infinite conducting wedge of arbitrary angle has been derived. The TREE solution given here

is valid in the quasi-static frequency regime. My theory was validated via comparison to an

expression for the impedance change of a horizontal coil over a conducting half-space. Three

geometries were studied: a conducting quarter-space, a conducting wedge of angle 225 degrees,

and a semi-infinite conducting sheet. The theory predicts a measurable change in the tangent

coil reactance in the presence of all three geometries.
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CHAPTER 3 Control of electromagnetic edge effects in electrically-small

rectangular plasma reactors

3.1 Literature Review

Plasma enhanced chemical vapor deposition (PECVD) of thin films may be achieved via

rectangular parallel plate reactors. In a typical system, a neutral gas is pumped into a vac-

uum chamber. The gas passes through an RF electrode with a showerhead and is ionized by

an electric field to form a plasma. A narrow space charge sheath forms around the plasma

near hard surfaces. The material to be deposited is accelerated across the sheath toward the

substrate. By-products are pumped out of the chamber to maintain vacuum. Many industrial

applications require thin films to be deposited uniformly across the surface of a substrate.

Solar cells require layer thicknesses that are uniform to within ±10%. Nonuniformity less than

±5% is necessary for thin film transistors for flat screens. However, practical reactor systems

exhibit variations in the electric field that lead to non-uniform deposition.

The electromagnetic fields inside the reactor may be decomposed into standing and edge

wave components. The standing wave results from the superposition of traveling waves origi-

nating from the feed and propagating in opposite directions. Edge waves are evanescent waves

that decay from the plasma edge toward the center of the reactor. For large-area reactors,

variations in the standing wave across the electrode surface contribute to nonuniformity. The

standing wave voltage distribution across the electrode without plasma in the chamber was

studied theoretically by Sansonnens et al.[18] Voltage uniformity across the electrode was ex-

amined as a function of frequency and feed position. Determining the influence of a plasma

on the fields in a rectangular reactor is challenging. A numerical quasi-planar (QP) model has

been used to study the standing wave in the presence of a plasma.[19] The QP model was used
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to calculate an electrode shape that suppressed the standing wave to improve nonuniformity.

Chen et al. study the effects of an inhomogeneous plasma via full-wave simulations that couple

Maxwell’s equations to transport equations for charged and neutral particles.[20] The behavior

of H2 plasmas in a reactor of area 3.05× 2.85 m2 is examined over a range of frequencies from

13.56 MHz to 200 MHz.

Analytical studies have concentrated on cylindrical reactors. Lieberman et al. leverage

mode-matching techniques to study standing wave and skin effects in a cylindrical reactor.[21]

In their non-self-consistent approach, the plasma is modeled as a homogeneous slab consisting

of a free electron gas. A transmission-line formalism was used to study standing wave and skin

effects. Chabert et al. study the standing wave in a cylindrical reactor via a self-consistent

approach that includes local particle and energy balance in the sheath region.[22] The electro-

magnetic fields are calculated based on a nonlinear one-dimensional transmission line model.

Sansonnens et al. study standing wave suppression in a cylindrical reactor without plasma.[23]

They demonstrate that a Gaussian electrode shape is optimal for standing wave suppression.

Chabert et al. confirmed that a Gaussian is the optimal shape with plasma in the chamber.[24]

The effect of electrode asymmetry on the fields in a cylindrical reactor has also been analyzed in

terms of eigenfunctions.[25] Asymmetric electrodes force the current to redistribute itself along

the plasma to ensure current continuity, the so-called telegraph effect. The telegraph effect

dominates standing-wave nonuniformity for asymmetric cylindrical reactors at low frequency.

Dispersion relations for even and odd standing wave modes have been derived.

While the standing wave is of primary importance for large-area reactors, edge waves

dominate nonuniformity for electrically-small reactors. In this chapter, I study the standing

and evanescent waves supported by an electrically-small rectangular reactor with plasma in the

chamber. Unlike previous quasi-planar approaches, my model includes edge-effects due to the

reactor sidewalls. Modal field decompositions are employed under the homogeneous plasma

slab approximation. The plasma density remains relatively uniform so long as the dimensions

of the reactor remain small with respect to wavelength (less than λ/10). I determine the

amplitude of each mode analytically and show that the field can be represented by the standing
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wave, evanescent waves tied to the edges, and an evanescent wave tied to the corners of the

reactor. Uniformity may be significantly improved by introducing an impedance boundary

condition (IBC) at the plasma edge.

This chapter is organized as follows. In Section 3.2, I introduce the scalar decomposition

used to represent the fields. In Section 3.3, I determine the Fourier series coefficients of

the standing wave in the sheath and plasma regions. Section 3.4 describes the influence of

evanescent waves on the total field. I solve for the evanescent wave coefficients given impedance

boundary conditions at the plasma edge. In Section 3.5 I present the results for a number

of reactor dimensions. The impact of the impedance boundary condition on uniformity is

quantified. Section 3.6 summarizes my results and conclusions.

3.2 Scalar Decomposition

For a preferred direction along the z-axis, the frequency-domain electric and magnetic fields

may be expressed in terms of TM (ψ) and TE (ϕ) scalar potentials[1]

E = ∇×∇× [ẑψ]− ωµp∇× [ẑϕ] (3.1)

H = ωǫp∇× [ẑψ] +∇×∇× [ẑϕ] (3.2)

where ǫp, µp are the material parameters in region p. In source-free regions, the potentials

satisfy the homogeneous Helmholtz equation

(
∇2 + k2p

)
ψ = 0 (3.3)

and
(
∇2 + k2p

)
ϕ = 0 (3.4)

where k2p = ω2ǫpµp. My strategy for determining the potentials is as follows. The total

potential is the superposition of three terms: a standing wave, evanescent edge waves, and

an evanescent corner wave. The standing wave is expanded in a Fourier series with unknown

coefficients in the sheath and plasma regions. I solve for the unknown coefficients by enforcing

boundary conditions along the sheath-vacuum interface at z = t/2. The amplitude of the
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evanescent edge waves and the corner wave are chosen to satisfy boundary conditions on the

reactor sidewalls.

3.3 Standing Wave

s

s

t

Electrode

Region 1 - Sheath
z

x

Feed

Region 2 - Plasma

ddx x

0

(a)

L

L

y

x

dy

dx

0

y

x

xs

ys

Feed

(b)

Figure 3.1 Cross-sectional(a) and top(b) view of plasma reactor.

I begin my analysis with the standing wave. Figure 3.1a shows a cross-section of the

plasma reactor. The plasma is modeled as a uniform slab surrounded by two vacuum sheaths.

Changes in the plasma density caused by field nonuniformities are neglected to permit modal

analysis.[25] The unperturbed field is generated by a point current source connected to the back

of the top electrode. As the skin depth in aluminum is small at low frequencies, the electrode

may be modeled as two current sheets, one for the top surface and one for the bottom surface.

Current and voltage continuity are enforced at the edges of the electrode. The incident field
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coefficients A
(0)
mn for this model were determined by Sansonnens et al.[18]

ψ(0)(x, y) =
∑

mn

A(0)
mn exp[−π(mx/Lx + ny/Ly)] (3.5)

where

A(0)
mn =2ωµ0{exp[−π(mxs/Lx + nys/Ly)]

+ exp[π(mxs/Lx + nys/Ly)]}/k21β21LxLy,

Lx and Ly are the length and width of the electrode, β1 =
√
k21 − (πm/Lx)2 − (πn/Ly)2,

k21 = ω2ǫ1µ1, and (xs, ys) is the location of the source point (Figure 3.1b). In order to facilitate

the analysis to come I change to a standing wave basis

ψ(0)(x, y) =
∑

mn

a(0)mn cos(mπx/Lx) cos(nπy/Ly)

+ b(0)mn cos(mπx/Lx) sin(nπy/Ly)

+ c(0)mn sin(mπx/Lx) cos(nπy/Ly)

+ d(0)mn sin(mπx/Lx) sin(nπy/Ly).

(3.6)

For this particular excitation, b
(0)
mn = c

(0)
mn = 0. The TM standing wave in region 1 is a sum of

the incident and scattered potentials

ψ
(s)
1 (x, y, z) =

∑

m,n≥0

amn cos(mπx/Lx) cos(nπy/Ly) cos[β1(t/2 + s− z)]

+ a(0)mn cos(mπx/Lx) cos(nπy/Ly)

+
∑

m,n>0

bmn sin(mπx/Lx) sin(nπy/Ly) cos[β1(t/2 + s− z)]

+ d(0)mn sin(mπx/Lx) sin(nπy/Ly).

(3.7)

The TE standing wave in region 1 may also be written as a Fourier series

ϕ
(s)
1 (x, y, z) =

∑

m,n≥0

cmn cos(mπx/Lx) cos(nπy/Ly) sin[β1(t/2 + s− z)]

+
∑

m,n>0

dmn sin(mπx/Lx) sin(nπy/Ly) sin[β1(t/2 + s− z)].

(3.8)
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The fields in region 1 satisfy PEC boundary conditions on the surface of the electrode.

The standing wave in the plasma region is similarly decomposed into even and odd modes

ψ
(s)
2 (x, y, z) =

∑

m,n≥0

pmn cos(mπx/Lx) cos(nπy/Ly) cos(β2z)

+
∑

m,n>0

qmn sin(mπx/Lx) sin(nπy/Ly) cos(β2z)

(3.9)

ϕ
(s)
2 (x, y, z) =

∑

m,n≥0

rmn cos(mπx/Lx) cos(nπy/Ly) sin(β2z)

+
∑

m,n>0

smn sin(mπx/Lx) sin(nπy/Ly) sin(β2z)

(3.10)

where β2 =
√
k22 − (πm/Lx)2 − (πn/Ly)2, and k22 = ω2ǫ2µ2. The TM potential is seen to

be even in z. Odd modes present due to the asymmetry of the chamber are neglected.[25] I

employ the Drude free electron model[26] for the plasma permittivity

ǫ2r = 1−
ω2
p

(ω2 − γpω)
(3.11)

where γp is a damping coefficient and the plasma frequency ωp = 2π(8980)
√
ne depends on

the electron number density ne. For a collisionless plasma the skin depth is given by δ = c/ωp

where c is the speed of light.

The unknown coefficients may be found by enforcing the continuity of tangential E and

H at the plasma-sheath interface at z = t/2. Orthogonality of the Fourier series yields two

systems of equations that may be expressed in matrix form

ZCd = A0 (3.12)

ZCvn = D0 (3.13)

where Cd =




amn

dmn

pmn

smn




and Cvn =




bmn

cmn

qmn

rmn




are the vectors of unknown coefficients. The

impedance matrix Z and vectors A0 and D0 are defined in Appendix B. The unknown coeffi-



www.manaraa.com

27

cients are found by inverting the impedance matrix

Cd = Z−1A0 (3.14)

Cvn = Z−1D0. (3.15)

Solutions for the scattered standing wave coefficients for practical problems indicate that the

magnitude of the scattered standing wave is very small compared to the incident field. This is

further theoretical evidence corroborating the claim that the standing wave does not penetrate

the plasma. Consequently, the TE scalar potential is neglected for the balance of this chapter.

3.4 Evanescent waves and edge effects

3.4.1 Edge Waves

I have yet to satisfy boundary conditions on the reactor sidewalls (x = −dx, Lx + dx; y =

−dy, Ly + dy). The vacuum gap between the plasma and the sidewall is small relative to

the reactor dimensions. For electrically-small reactors, field nonuniformity is dominated by

the edge waves needed to satisfy by the boundary condition near the plasma edge. However,

these edge effects may be ameliorated by introducing an impedance boundary condition on the

surface of the sidewall

Etan = Zcn̂×H (3.16)

where Zc is the impedance and n̂ is a unit vector normal to the surface. Suppose the sidewalls

of the reactor box are lined with a layer of lossy material. Then the impedance at the surface

of the layer is given by

Zc =

√
µcrµ0
ǫcrǫ0

tanh(2πtc
√
ǫcrµcr/λ) (3.17)

where tc is the thickness of the layer, and ǫcr and µcr are its relative permittivity and perme-

ability, respectively.

Consider the wall near the plasma edge at x = Lx + dx. In between the electrode edge and
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the sidewall the potential is composed of waves that evanesce in the x-direction

ψ
(w)
1 (x, y) =

∑

mn

{
a(r+)
mn exp[βn(x− Lx)] + a(r−)

mn exp[−βn(x− Lx)]
}

× cos(nπy/Ly)

+
{
d(r+)
mn exp[βn(x− Lx)] + d(r−)

mn exp[−βn(x− Lx)]
}

× sin(nπy/Ly)

(3.18)

where βn = 
√
k22 − (nπ/Ly)2. Imposing the IBC at the sidewall eliminates a

(r−)
mn and d

(r−)
mn

ψ
(w)
1 (x, y) =

∑

mn

a(r+)
mn

{
exp[βn(x− Lx)] + b(−)

mn exp[−βn(x− Lx)]
}

× cos(nπy/Ly)

+ d(r+)
mn

{
exp[βn(x− Lx)] + b(−)

mn exp[−βn(x− Lx)]
}

× sin(nπy/Ly)

(3.19)

where

b(−)
mn =

ωǫ1Zcβn exp(βndx) + k21 exp(βndx)

ωǫ1Zcβn exp(−βndx)− k21 exp(−βndx)
.

The amplitude of the evanescent waves is a function of the impedance at the surface of the

layer. It is therefore possible to control the amplitude of the edge waves by changing the

surface impedance.
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Underneath the electrode, the edge waves evanesce in both the x and y directions

ψ
(e)
1 (x, y) =

∑

mn

{
c(x+)
mn exp[βn(x− Lx/2)] + c(x−)

mn exp[−βn(x− Lx/2)]
}

× cos(nπy/Ly)

+
{
c(y+)
mn exp[βm(y − Ly/2)] + c(y−)

mn exp[−βm(y − Ly/2)]
}

× cos(mπx/Lx)

+
{
s(x+)
mn exp[βn(x− Lx/2)] + s(x−)

mn exp[−βn(x− Lx/2)]
}

× sin(nπy/Ly)

+
{
s(y+)
mn exp[βm(y − Ly/2)] + s(y−)

mn exp[−βm(y − Ly/2)]
}

× sin(mπx/Lx)

(3.20)

where βm = 
√
k22 − (mπ/Lx)2 and βn = 

√
k22 − (nπ/Ly)2. The total electric and magnetic

fields are continuous across the electrode edge. This leads to a matrix equation for the unknown

coefficients involving the Cosine terms ZmnCmn = V
(c)
mn and the Sine terms ZmnSmn = V

(s)
mn.

The solutions are Cmn = Z−1
mnV

(c)
mn and Smn = Z−1

mnV
(s)
mn. In this way, the edge waves are

coupled to the incident standing wave. The same boundary conditions applied to edge waves

in the y-direction lead to equivalent systems. The matrices are defined in Appendix B.

3.4.2 Corner Wave

x

y

x'

y'

φ

Lx

Ly

xc

Figure 3.2 Rotated coordinate system for corner wave.

The total potential in region 1 is the superposition of the standing wave, the edge waves,
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and a corner wave

ψ1 = ψ
(s)
1 + ψ

(e)
1 + ψ

(cr)
1 . (3.21)

The third and final component of the field arises from interactions between edge waves near

the corners of the reactor. Here evanescent waves from one edge interfere with the waves tied

to the other edge. A rotated coordinate system is necessary to capture the behavior of the

corner wave (Figure 3.2). To a good approximation, the corner wave may be decomposed into

evanescent waves in the original and rotated coordinate systems

ψ
(cr)
1 (x, y, x′, y′) = ψ

(c)
1 (x, y) + ψ

(c′)
1 (x′, y′). (3.22)

Here

ψ
(c)
1 (x, y) =

Ac exp[k2(y − Ly/2)] +Bc exp[−k2(y − Ly/2)]

+ Cc exp[−k2(x− Lx/2)] +Dc exp[k2(x− Lx/2)]

and

ψ
(c′)
1 (x′, y′) =

Ac′ exp(k2y
′) +Bc′ exp(−k2y′)

+ Cc′ exp(−k2x′) +Dc′ exp(k2x
′).

In order to solve for the unknown coefficients, I must consider the behavior of currents

induced on the surface of the electrode Js(x, y) = n̂ × H(x, y) where n̂ = ẑ on the top and

n̂ = −ẑ on the bottom. Away from the corners at the electrode edge, current leaving the

top sheet reappears on the bottom sheet flowing in the opposite direction. Beginning on the

top sheet and moving along an edge, one passes over to the bottom sheet at the corner of the

electrode. In order to avoid a discontinuity between currents flowing in opposite directions,

the surface current density at the corners of the electrode must vanish. The corner wave is

necessary to satisfy this continuity condition.

My strategy for enforcing current continuity at the corner of the electrode is as follows.

There are a total of eight components of the magnetic field that must vanish, two for each of the
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four corners. The magnetic field at each corner is expressed in the rotated coordinate system.

Evanescent waves act to cancel the x′-component at the upper-right and lower-left corners.

This leads to the following matrix equation for the Ac′ and Bc′ coefficients Z(x′)C(x′) = V(x′).

The impedance matrix is defined thus

Z(x′) =




−k2 exp(k2yc) k2 exp(−k2yc)

k2 exp(−k2yc) k2 exp(k2yc)




where yc is the distance from the corner to the center in the new coordinate system. Here the

vector of unknowns and right hand side are

C(x′) =



Ac′

Bc′




and

V(x′) = − 1

ωǫ1



H

(e)
x′ (Lx, Ly)

H
(e)
x′ (0, 0)


 .

A similar system of equations is used to cancel the y′-components at the upper-left and lower-

right corners Z(y′)C(y′) = V(y′) where

Z(y′) =




−k2 exp(k2yc) k2 exp(−k2yc)

−k2 exp(−k2yc) k2 exp(k2yc)


 ,

C(y′) =



Cc′

Dc′


 ,

and

V(y′) = − 1

ωǫ1



H

(e)
y′ (0, Ly)

H
(e)
y′ (Lx, 0)


 .

The remaining four magnetic field components are similarly canceled by evanescent waves in

the original coordinate system

ψ
(c)
1 (x, y) =Ac exp[k2(y − Ly/2)]

+Bc exp[−k2(y − Ly/2)]

+ Cc exp[−k2(x− Lx/2)]

+Dc exp[k2(x− Lx/2)].

(3.23)
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The unprimed unknowns satisfy the following matrix equation Z(y)C(y) = V(y) where

Z(y) =




k2 exp(k2Ly/2) −k2 exp(−k2Ly/2)

k2 exp(−k2Ly/2) −k2 exp(k2Ly/2)


 ,

C(y) =



Ac

Bc


 ,

and

V(y) =
1

ωǫ1



Hy′(Lx, Ly) sin(π/2− φ)

Hy′(0, 0) sin(π/2− φ)


 .

Also Z(x)C(x) = V(x) where

Z(x) =




k2 exp(k2Lx/2) −k2 exp(−k2Lx/2)

k2 exp(−k2Lx/2) −k2 exp(k2Lx/2)


 ,

C(x) =



Cc

Dc


 ,

and

V(x) =
−1

ωǫ1



Hx′(Lx, Ly) cos(π/2− φ)

Hx′(0, 0) cos(π/2− φ)


 .

After solving for the unknown coefficients I are able to calculate the total potential over the

surface of the antenna. It remains to determine the angle (φ) defining the primed coordinates

(Figure 3.2). To this end, I solve for the corner-wave coefficients for a range of angles. Then

I choose the angle that minimizes the magnitude of the surface current density Js(x, y) at the

corners of the electrode.

3.5 Results

3.5.1 Film Deposition

It is instructive to compare an experimental film deposition with my theoretical power

distribution as the thickness of the film at a given point is proportional to the power delivered

to that point.[18] . A rectangular PECVD system was used to deposit a layer of a-Si on an
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Figure 3.3 Normalized theoretical power and experimental deposition

thickness in the y-direction at x=Lx/2. The aluminum elec-

trode of dimensions 55.8 × 40.6 cm2 was center-fed by a point

source on the back side. An 11:1 hydrogen to silane ratio was

maintained at a base pressure of 530 mTorr for 10 minutes dur-

ing the deposition.

aluminum substrate at 13.56 MHz. The aluminum electrode of dimensions 55.8×40.6 cm2 was

center-fed by a point source on the back side. The permittivity of the stainless steel sidewalls

was calculated using ǫcr = 1− σc/ǫ0ω where the conductivity was σc = 1.4E6 siemens/m. The

gap between the edge of the electrode and the sidewalls was 6.3 cm in the x-direction and 2.5

cm in the y-direction. An 11:1 hydrogen to silane ratio was maintained at a base pressure of

530 mTorr for 10 minutes during the deposition. A showerhead was used to evenly distribute

the reactive gases above the electrode.

Since the theoretical power distribution is sensitive to the electron density ne this parameter

must be chosen with care. I estimate the electron density of my plasma to be ne =3.5E8 cm−3

based on a chamber pressure of 530 mTorr and my experimental data. Figure 3.3 shows the

normalized theoretical power and measured a-Si thickness in the y-direction. The theoretical

and experimental data are in good agreement. Minor discrepancies may be attributed to noise

in the measurements. Figure 3.4 shows the theoretical power over the surface of the electrode

at 13.56 and 40.68 MHz. The nonuniformity of the field may be quantified thus

U =

∣∣∣∣
max[P (x, y)]−min[P (x, y)]

max[P (x, y)] + min[P (x, y)]

∣∣∣∣× 100%. (3.24)

Here P (x, y) is the power as a function of position. The position (x, y) ranges over the whole
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Figure 3.4 Normalized theoretical power at 13.56(a) and 40.68(b) MHz.

surface of the electrode. The nonuniformity is slightly greater at 40.68 MHz than at 13.56

MHz. At 40.68 MHz, the wavelength is shorter and the standing wave is concentrated toward

the center of the reactor.

3.5.2 Control of Nonuniformity

Uniformity is even more problematic for electrodes with large aspect ratios. Consider the

power distribution for the rectangular electrode in Figure 3.5. The antenna is again fed by a

line source in the center. The gap between the edge of the electrode and the sidewall is 1.3 cm

in the x-direction and 3.8 cm in the y-direction. The total field is composed of a standing wave

and evanescent waves. Traveling waves originate from the feed, propagate along the surface

of the antenna, and constructively interfere at the center of the reactor. The superposition of

waves propagating in opposite directions forms a standing wave.
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Figure 3.5 Normalized theoretical power for 111.7 × 41.9 cm2 electrode

with bare(a) and coated(b) sidewalls.

For electrically large reactors, the standing wave varies significantly over the surface of the

electrode. Nonuniformity is a strong function of frequency for such systems. However, edge

effects dominate the field distribution so long as the reactor dimensions remain small with

respect to wavelength. The standing wave is essentially constant for electrode sizes less than

λ/10.

For the case of the rectangular reactor with stainless steel sidewalls, the nonuniformity is

around 13% (Figure 3.5a). Uniformity can be improved by creating an impedance boundary

condition at the plasma edge by adding a lossy layer to the reactor sidewalls. Figure 3.5b shows

the power distribution with a 2 mm thick layer attached to the reactor sidewalls. I choose a

magnetic material with relative permeability µcr = 205−80. Comparable material parameters

have been realized at 13.56 MHz using ferrites.[27] Clearly, nonuniformity decreases with

increasing layer thickness (Figure 3.6a). This trend may be explained as follows. Since the
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Figure 3.6 Theoretical nonuniformity as a function of layer thickness(a)

and normalized theoretical power for a 5 mm thick layer(b).

z-component of the electric field of the edge waves is opposed to the incident field, the edge

waves act to reduce the field near the sidewalls. The magnetic material absorbs energy that

would otherwise be reflected back under the electrode. Very thin layers reflect more energy

as the total electric field remains small at the plasma edge. Figure 3.6b shows the normalized

electric field for a 5 mm thick layer. Note how the power along the long edges has increased.

The lossy layer creates an IBC on the sidewall that reduces the amplitude of the edge waves

and increases the total field near the edges. Nonuniformity is well below the industrial limit

of 10% for layers thicker than 1 mm.

3.6 Conclusions

The electromagnetic fields in rectangular plasma reactors have been studied under the

homogeneous plasma slab approximation. The Fourier series coefficients of the standing wave
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have been determined in the sheath and in the plasma. I have shown that the each Fourier

component excites an edge wave in order to satisfy boundary conditions at the plasma edge.

The standing wave and edge waves interact to produce a corner wave that ensures current

continuity between the top and bottom surfaces of the electrode. Placing a lossy layer on the

reactor sidewalls creates an impedance boundary condition at the plasma edge. The amplitude

of the edge waves may be controlled by changing the impedance of the layer. The IBC leads

to nonuniformities well within industrial tolerances.
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CHAPTER 4 Modal analysis of extraordinary optical transmission

through a silver film perforated by an infinite square array of circular holes

4.1 Literature Review

Structured noble metals have been the subject of much interest in recent years due to their

potential as nanophotonic devices.[28] A number of useful optical properties of such metals

have been observed. Nanometallic objects are able to trap incident radiation, focusing it into

very small volumes. Krenn et al.[29] report enhancement of over 600% in a chain of nanometer

scale gold particles. The ability to confine light to very small scales circumvents a fundamental

limitation of dielectric waveguides. In order for a mode to propagate along a waveguide with

a dielectric core, the diameter of the core must be greater than half a wavelength in the core

medium dcore ≥ λ0/(2ncore), the so-called diffraction limit. Here dcore is the core diameter, λ0

is the free space wavelength, and ncore is the refractive index of the core. Due to the fact that

their permittivity is negative at optical frequencies, conservation of momentum dictates that

noble metals be able to support guided modes for smaller core diameters. Several plasmonic

waveguide geometries have been proposed, including nanowires[30] and stripes.[31] Maier et al.

demonstrate local energy transport along a waveguide consisting of silver rods.[32] As the losses

in the metal limit propagation length, metal-insulator-metal (MIM) waveguides have also been

studied.[33] Such waveguides typically consist of a dielectric layer sandwiched between two

metal stripes. In MIM waveguides, coupling between surface plasma polaritons on opposite

metal surfaces confines the mode to the dielectric region where resistive losses are smaller.

Recently, interesting optical properties of a thin silver film perforated by a periodic array of

circular holes have been noted (Figure 4.1). This geometry has been intensely studied since the

discovery that such arrays of subwavelength holes allow much greater optical transmission[34]
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Figure 4.1 Top(a) and side(b)-view of silver film perforated by an infinite

array of circular holes. The region above the film is designated

1, inside the hole 2, and below the film 3.

than single holes.[35] Much experimental and theoretical effort has been focused on understand-

ing this extraordinary optical transmission (EOT). Numerical studies of periodic hole arrays

have been made using the finite-difference time-domain (FDTD) method. Baida et al. study

zero-order transmission efficiency through a gold film as a function of incident wavelength.[36]

They demonstrate that transmission efficiency can be improved by replacing the holes with

an array of annular apertures. Similar structures have been studied in the frequency-domain

via scattering matrix methods.[37] Biswas et al. leverage the scattering matrix approach to

study a subwavelength triangular lattice of holes in a platinum film coupled to a silicon pho-

tonic crystal.[38] Their model predicts a resonant absorption of incident radiation over infrared

frequencies.

Martin-Moreno et al. have studied scattering by a subwavelength square lattice of circular

holes in a silver film via mode-matching.[39] Their approach may be summarized as follows.

Above and below the film, the fields are expanded in terms of TM and TE Floquet harmonics.

Waveguide modes are used inside the hole where the walls are treated as a perfect electric

conductor (PEC). The unknown coefficients are found by enforcing boundary conditions at
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the upper and lower surfaces of the film. While the silver is treated as a PEC in [39], it

is replaced with an impedance boundary condition (IBC) on the top and bottom surfaces

of the film in [40]. The walls of the hole remain perfectly conducting, however. Zhang et

al.[41] conduct a similar theoretical study of EOT through an array of circular holes. In their

approach, the waveguide modes are determined by assuming an exponentially decaying field

outside the hole rather than imposing an impedance boundary condition on the wall. While

this approach is exact for an isolated hole, the assumption that the field in the metal can be

modeled by a Hankel function with an imaginary argument may be problematic for a periodic

geometry. Their approach agrees well with experimental data with respect to the position

of transmission peaks and nulls. However, no quantitative measure of the error in the peak

amplitudes is given. Impedance boundary conditions were also used to analyze transmission

through an array of rectangular holes.[42] The assumption of an impedance boundary condition

on the hole wall yields excellent quantitative results. Both the position and amplitude of the

transmission peaks agree well with experiment.

This chapter extends the formalism in [40] to include an IBC on the walls of the hole. The

addition of an impedance boundary condition on the hole walls is a significant improvement

as it allows for a finite tangential electric field on the wall surface. It also avoids the necessity

to phenomenologically enlarge the holes to capture penetration into the metal.[46] The results

herein predict a peak transmission that is much closer to the experimental value than that

presented in the cited modal approaches. While previous mode-matching studies predict similar

qualitative results, the theory presented here permits accurate quantitative study of the EOT

phenomenon. In addition, this approach avoids any explicit assumptions regarding the form

of the solution in the metal region. The chapter is organized as follows. Section 4.2 introduces

the scalar decomposition used to split the fields into TE and TM components. Section 4.3

details the derivation of the waveguide modes in the hole region with an impedance boundary

condition on the walls. The modal expansions above and below the film and in the hole region

are discussed in Section 4.4. A set of matrix equations for the unknown coefficients is solved in

Section 4.5. Section 4.6 includes a discussion of the results, while the conclusions are collected
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in Section 4.7.

4.2 Scalar Decomposition

For a preferred direction along the z-axis, the frequency-domain electric and magnetic

fields may be written in terms of transverse magnetic (TM) and transverse electric (TE) scalar

potentials thus[1]

E = ∇×∇× [ẑψ] + ıωµp∇× [ẑϕ] (4.1)

H = −ıωǫp∇× [ẑψ] +∇×∇× [ẑϕ]. (4.2)

Here ω is the frequency and ǫp, µp are respectively the permittivity and permeability of re-

gion p. Cylindrical coordinates are employed inside the hole. In cylindrical coordinates, the

components of the electric and magnetic fields are

Ez =

(
∂2

∂z2
+ k2p

)
ψ (4.3)

Eρ =
∂2ψ

∂ρ∂z
+ ıωµp

1

ρ

∂ϕ

∂φ
(4.4)

Eφ =
1

ρ

∂2ψ

∂φ∂z
− ıωµp

∂ϕ

∂ρ
(4.5)

Hz =

(
∂2

∂z2
+ k2p

)
ϕ (4.6)

Hρ = −ıωǫp
1

ρ

∂ψ

∂φ
+

∂2ϕ

∂ρ∂z
(4.7)

Hφ = ıωǫp
∂ψ

∂ρ
+

1

ρ

∂2ϕ

∂φ∂z
(4.8)



www.manaraa.com

42

where k2p = ω2ǫpµp. Above and below the film, the scalar potentials and fields are expressed

in Cartesian coordinates

Ex =
∂2ψ

∂x∂z
+ ıωµp

∂ϕ

∂y
(4.9)

Ey =
∂2ψ

∂y∂z
− ıωµp

∂ϕ

∂x
(4.10)

Ez =

(
∂2

∂2z
+ k2p

)
ψ (4.11)

Hx =
∂2ϕ

∂x∂z
− ıωǫp

∂ψ

∂y
(4.12)

Hy =
∂2ϕ

∂y∂z
+ ıωǫp

∂ψ

∂x
(4.13)

Hz =

(
∂2

∂2z
+ k2p

)
ϕ. (4.14)

The strategy for finding the potentials is as follows. Above and below the film, the Bloch-

Floquet theorem guarantees a complete discrete basis set consisting of TE and TM Floquet

modes.[43] Inside the hole, I expand the fields in terms of waveguide modes derived by imposing

an impedance boundary condition on the hole wall. For azimuthal numbers other than zero,

these waveguide modes involve coupled TE and TM potentials. As the hole region is radially

finite, the waveguide modes are also a complete discrete basis.[3] The unknown coefficients are

determined by enforcing boundary conditions on the upper and lower horizontal interfaces over

a single unit cell.

4.3 Waveguide modes

First I must determine the eigenmodes of the hole region while imposing an impedance

boundary condition on the walls. I begin by writing the TM and TE potentials as Fourier

series

ψh(ρ, φ, z) =
∞∑

n=−∞

anJn(γρ) exp(ınφ) exp(ıβz) (4.15)

ϕh(ρ, φ, z) =

∞∑

n=−∞

bnJn(γρ) exp(ınφ) exp(ıβz) (4.16)

where Jn(γρ) is the Bessel function of the first kind, n is an integer, β is the axial wavenumber,

γ2 = k2 − β2, and an and bn are unknown coefficients. On the walls of the hole we impose the
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following impedance boundary condition

Etan = Zn̂×H (4.17)

where n̂ is a unit vector normal to the surface and Z =
√
µm/ǫm is the surface impedance of

the metal. In this case n̂ = −ρ̂. We employ the Drude free electron model[26] for the silver

permittivity

ǫmr = 1−
ω2
p

(ω2 + ıγpω)
(4.18)

where γp is a damping coefficient and the plasma frequency ωp = 2π(8980)
√
ne depends on

the electron number density ne. Here the damping coefficient γp = 9 × 1013 and the plasma

frequency ωp = 1.37× 1016. The IBC (4.17) leads to two equations

Ez(a) = −ZHφ(a) (4.19)

and

Eφ(a) = ZHz(a). (4.20)

Substituting (4.15) and (4.16) into (4.19) and (4.20) and exploiting orthogonality yields

[
γ2Jn(γa) + ıZωǫγJ′n(γa)

]
an − Zβn/aJn(γa)bn = 0 (4.21)

and

βn/aJn(γa)an +
[
ıωµγJ′n(γa) + Zγ2Jn(γa)

]
bn = 0. (4.22)

The system may be rewritten in matrix form ZnCn = 0. Here

Cn =



an

bn


 . (4.23)

We find the eigenvalues by sweeping over the axial wavenumber β to find the zeros of the

determinant of the system matrix Zn

[
γ2Jn(γa) + ıZωǫγJ′n(γa)

] [
ıωµγJ′n(γa) + Zγ2Jn(γa)

]
+ Zβ2n2/a2J2n(γa) = 0. (4.24)

The coefficients anj and bnj are found from the eigenvectors of Zn, where the second subscript

indexes the eigenvalue βnj associated with eigenvector Cnj.
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Each mode was subsequently normalized by ensuring the following orthogonality condition

was satisfied

∫ 2π

0

∫ a

0
ẑ ·Ep ×H∗

qρdρdφ =





δpq, ℑ{βp,q} = 0

−ıδpq, ℑ{βp,q} > 0

(4.25)

where Ep is the electric field due to the waveguide mode mi, Hq is the magnetic field due

waveguide mode nj, and βp,q are the eigenvalues for mode p and q, respectively. The first

case where ℑ{βp,q} = 0 corresponds to propagating modes. Such modes carry real power in

the direction of propagation. The condition ℑ{βp,q} > 0 identifies modes that evanesce in

the z-direction. Evanescent modes carry imaginary power along axis of the waveguide which

accounts for the factor of ı multiplying the delta function in equation (4.25). Once (4.25) is

satisfied, the resulting modes form a complete orthonormal basis over the area of the hole.

The evolution of the modes from decoupled TE and TM modes in the case of perfectly

conducting walls to hybrid modes in the IBC case is of some interest. Note that when the

surface impedance Z is set to zero, equation (4.24) reduces to

Jn(γa)J
′
n(γa) = 0. (4.26)

Two families of solutions result. The eigenvalues of the TMmodes for a PEC guide are obtained

from the zeros of the Bessel function, while the eigenvalues of the TE modes may be obtained

from the zeros of the first derivative of the Bessel function. Thus equation (4.24) may be

viewed as a generalization of the characteristic equation for the eigenvalues of a circular PEC

waveguide.

The polarization of the incident field, together with symmetry considerations, determines

the modes that are excited inside the hole. The azimuthal symmetry of the hole dictates that

the overlap integrals between the incident field and the hybrid modes vanish for azimuthal

numbers other than n = 1 or n = −1. Therefore, there is a strong coupling between the

doubly-degenerate n = 1 mode and the incident plane wave.
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4.4 Eigenfunction expansions

4.4.1 Incident field

The excitation is a plane wave of arbitrary angle and frequency incident from region 1.

Define the following rotation matrices:

R(φ0) =




cos(φ0) sin(φ0) 0

− sin(φ0) cos(φ0) 0

0 0 1




(4.27)

and

R(θ0) =




1 0 0

0 cos(θ0) sin(θ0)

0 − sin(θ0) cos(θ0)




(4.28)

along with the vectors

k(0) =




k0x

k0y

k0z




(4.29)

and

P(0) =




cos(α0)

sin(α0)

0



. (4.30)

Here the incident propagation direction vector k(0) is defined by

k(0) = −




sin(θ0) cos(φ0)

sin(θ0) sin(φ0)

cos(θ0)



. (4.31)

The incident electric and magnetic fields are given by E(0) = R(θ0)R(φ0)P(0) and H(0) =

kk(0) ×E(0)/(ωµ0).
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4.4.2 Regions 1 and 3

Above and below the film, the fields are expanded in terms of TM and TE Floquet modes:

ψ(1,3)
mn (x, y, z) = A(1,3)

mn exp[ıkmn · ρ± ıβmn(z ∓ t/2)]/
√
DxDy (4.32)

and

ϕ(1,3)
mn (x, y, z) = B(1,3)

mn exp[ıkmn · ρ± ıβmn(z ∓ t/2)]/
√
DxDy (4.33)

where kmn = 2π(mx̂/Dx + nŷ/Dy), ρ = xx̂ + yŷ, β2mn = k2 − (2πm/Dx)
2 − (2πn/Dy)

2,

and A
(1,3)
mn and B

(1,3)
mn are unknown coefficients. The transverse electric and magnetic fields

associated with each mode are given by

E
(1,3)′
tmn (x, y, z) = ∓(βmnkxx̂+ βmnkyŷ)ψ

(1,3)
mn (x, y, z), (4.34)

H
(1,3)′
tmn (x, y, z) = (ωǫkyx̂− ωǫkxŷ)ψ

(1,3)
mn (x, y, z), (4.35)

E
(1,3)′′
tmn (x, y, z) = (−ωµkyx̂+ ωµkxŷ)ϕ

(1,3)
mn (x, y, z), (4.36)

and

H
(1,3)′′
tmn (x, y, z) = ∓(βmnkxx̂+ βmnkyŷ)ϕ

(1,3)
mn (x, y, z) (4.37)

where kx = 2πm/Dx and ky = 2πn/Dy. When m = n = 0, two additional modes are necessary

to span the space

E(1,3)′(z) = A
(1,3)
00 exp[±ık(z ∓ t/2)]x̂

H(1,3)′(z) = ±k/(ωµ)A(1,3)
00 exp[±ık(z ∓ t/2)]ŷ

(4.38)

and

E(1,3)′′(z) = B
(1,3)
00 exp[±ık(z ∓ t/2)]ŷ

H(1,3)′′(z) = ∓k/(ωµ)B(1,3)
00 exp[±ık(z ∓ t/2)]x̂.

(4.39)

As many thin films are deposited on glass substrates, it is worth describing how the formu-

lation could be modified to include a dielectric layer beneath the silver. The additional layer

introduces four unknown coefficients for each Floquet harmonic indexed mn

ψ(s)
mn(x, y, z) = A(s±)

mn exp[ıkmn · ρ± ıβ(s)mn(z − ts)]/
√
DxDy (4.40)
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and

ϕ(s)
mn(x, y, z) = B(s±)

mn exp[ıkmn · ρ± ıβ(s)mn(z − ts)]/
√
DxDy (4.41)

where ts is the height of the layer. These unknowns are associated with two modes (TE and

TM) propagating in the positive z-direction, as well as two modes (TE and TM) propagating

in the negative z-direction. These Floquet harmonics are identical to those in the air region

with the exception that the z-component of the wave vector must be modified such that the

Helmholtz equation is satisfied in the substrate, β
(s)
mn = [k2s − (2πm/Dx)

2− (2πn/Dy)]
1/2. Here

β
(s)
mn is the z-component of the wave vector and ks is the wavenumber in the substrate. One

observes a red-shift in the position of the first-order SPP transmission peak that is proportional

to the refractive index of the substrate.[44] The effect of a substrate on the transmission profile

may be utilized by practical devices. The change in position of the resonant peak can be used

to tune the response of the structure for sensing purposes.

4.4.3 Region 2

Inside the hole, I expand the fields in a series consisting of the waveguide modes defined in

Section 4.3. The transverse components of the total field inside the hole are therefore

E
(2)
t (ρ, φ, z) =

∑

nj

[Cnj exp(ıβnjz) +Dnj exp(−ıβnjz)][Eρnj(ρ)ρ̂+ Eφnj(ρ)φ̂] exp(ınφ) (4.42)

and

H
(2)
t (ρ, φ, z) =

∑

nj

[Cnj exp(ıβnjz)−Dnj exp(−ıβnjz)][Hρnj(ρ)ρ̂+Hφnj(ρ)φ̂] exp(ınφ) (4.43)

where

Eρnj(ρ) = ıβnjγnjJ
′
n(γnjρ)anj − ωµnJn(γnjρ)/ρbnj (4.44)

Eφnj(ρ) = −nβnjJn(γnjρ)/ρanj − ıωµγnjJ
′
n(γnjρ)bnj (4.45)

Hρnj(ρ) = ωǫnJn(γnjρ)/ρanj + ıβnjγnjJ
′
n(γnjρ)bnj (4.46)

Hφnj(ρ) = ıωǫγnjJ
′
n(γnjρ)anj − βnjnJn(γnjρ)/ρbnj (4.47)

and Cnj and Dnj are unknown waveguide mode coefficients.
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4.5 Matrix Equations

I enforce an impedance boundary condition on the metal-air interfaces and continuity of

the tangential electric field over the hole area at z = ±t/2 :

E
(1,3)
t =





±Zẑ×H(1,3), ρ ≥ a

E
(2)
t (±t/2), ρ < a.

(4.48)

Testing (4.48) with the appropriate TM or TE mode leads to the following matrix equations

Z(e1)A+V(e0) = M(e1)
[
D(1)C(+) +D(2)C(−)

]
(4.49)

and

Z(e2)B = M(e2)
[
D(2)C(+) +D(1)C(−)

]
. (4.50)

The matrices

Z(e1)
uv =

∫

U
Hu ·E(1)

v dxdy − Z

∫

S
Hu · ẑ×H(1)

v dxdy (4.51)

and

M (e1)
uv =

∫

H
Hu ·E(2)

v ρdρdφ (4.52)

contain the overlap integrals between testing Hu = ẑ×H∗
tmn and basis functions E

(1,3)
v = E

(1,3)
tpq

and H
(1,3)
v = H

(1,3)
tpq . Here E

(2)
v = Eρnj(ρ)ρ̂ + Eφnj(ρ)φ̂ is the electric field associated with a

waveguide mode, U is the area of the unit cell, S is the area covered by the metal, and H is the

area of the hole. The integrals over the azimuthal direction were calculated analytically while

the remaining integral over the radial direction was computed by quadrature. The matrices

D
(1,2)
vv = exp(±ıβnjt/2) contain phase terms for each waveguide mode. The overlap integrals

between region 2 and 3 are included in

Z(e2)
uv =

∫

U
Hu ·E(3)

v dxdy − Z

∫

S
Hu · ẑ×H(3)

v dxdy (4.53)

and

M (e2)
uv =

∫

H
Hu ·E(2)

v ρdρdφ. (4.54)

The overlap between testing functions and the incident field is contained in the vector

V (e0)
u =

∫

U
Hu ·E(0)dxdy − Z

∫

S
Hu · ẑ×H(0)dxdy. (4.55)
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The vector A contains the unknowns from region 1, B contains the unknowns from region 3,

and C
(+)
v = Cnj and C

(−)
v = Dnj are the unknown waveguide mode amplitudes.

Continuity of the tangential components of the magnetic field is enforced over the hole area

only

H
(1,3)
t = H

(2)
t (±t/2), ρ < a. (4.56)

Testing the magnetic field with waveguide modes leads to the following matrix equations:

M(h1)A+V(h0) = D(1)C(+) −D(2)C(−) (4.57)

M(h2)B = D(2)C(+) −D(1)C(−) (4.58)

where

M (h1)
uv =

∫

H
Eu ·H(1)

v ρdρdφ (4.59)

and

M (h2)
uv =

∫

H
Eu ·H(3)

v ρdρdφ (4.60)

contain the overlap integrals between regions 1 and 2 and 2 and 3, respectively. Here we test

with the electric field of a waveguide mode given by Eu = −ẑ × [E∗
ρmi(ρ)ρ̂ + E∗

φmi(ρ)φ̂]. The

basis functions in region 1 and 3 are given by H
(1,3)
v = H

(1,3)
tpq . Once again, the overlap between

testing functions and the incident field is contained in the vector

V (h0)
u =

∫

H
Eu ·H(0)ρdρdφ. (4.61)

It remains to solve for the unknown coefficients contained in A and B. We begin by solving

for the waveguide mode coefficient vectors C(+) and C(−):

C(+) = M(f)−1(S(e0) + S(h0)) (4.62)

C(−) = −Q(mr)−1Q(pr)C(+). (4.63)

The intermediate quantities are defined in the Appendix. The unknown vectors A and B are

determined from C(+) and C(−):

A = Z(e1)−1
[
−V(e0) +M(e1)D(1)C(+) +M(e1)D(2)C(−)

]
(4.64)

B = Z(e2)−1
[
M(e2)D(2)C(+) +M(e2)D(1)C(−)

]
. (4.65)

Once B is known, the transmission through the film may be calculated.
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4.6 Results
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Figure 4.2 Theoretical transmission through a 320 nm thick silver film per-

forated by a square array of circular holes of radius 140 nm and

lattice constant 750 nm at normal incidence. The transmission

profile was calculated using the Drude model (black line) and

experimental values (red dotted line) for the silver permittivity.

Before comparing the theoretical and experimental transmission data directly, I study the

effect of two different models for the silver permittivity on the profile. Consider transmission

through a 320 nm thick silver film perforated by a square array of circular holes of radius

140 nm and lattice constant 750 nm at normal incidence. Figure 4.2 shows the theoretical

transmission profiles when both the Drude model and measured data are used for the silver

permittivity. Note that the amplitude of the transmission peaks is slightly reduced when the

experimental permittivities are used in the calculation. This may be understood by observing

that the Drude model underestimates losses in the silver over optical wavelengths. One also

observes a small shift in the position of the peaks with respect to wavelength.

Figure 4.3 shows the theoretical transmission profile for the same geometry. The holes

cover only 11% of the area of the film, yet the peak transmission is nearly 15%, a transmission-

to-area efficiency of roughly 130%. This is in excellent agreement with experimental data ([47],
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Fig. 1). Martin-Moreno et al. further point out that single aperture theory (which assumes a

PEC screen) predicts a transmission efficiency on the order of 1% in this frequency regime.

The theory presented here agrees well with the experimental peak transmission through a

finite array of 21×21 circular holes.[47] Previous modal approaches significantly over-estimate

the transmission around a wavelength of 800 nm, ranging from 43%[46] if an IBC is imposed

on the upper and lower horizonatal surfaces only to 50%[47] for an infinite PEC array. Small

variations in the finite array hole diameters may explain the broader peaks in the experimental

data. However, the overestimation of peak transmission is related to the boundary condition

on the hole wall.

The improved agreement between experiment and theory when an IBC is included in the

hole may be attributed to a more realistic model of the fundamental mode. At optical wave-

lengths, the fundamental dominates the fields inside the hole. When an IBC is imposed on

the hole wall, the fundamental is the hybrid HEM11 mode (Figures 4.4 and 4.5). Here the

azimuthal number is one and we take the first eigenvalue. Both TM and TE potentials con-

tribute to the fundamental under the IBC approximation. Notice that a significant tangential

electric field exists on the surface of the hole at ρ = a (Figures 4.4a,b and 4.5a,b). If the

IBC is replaced with a PEC as in [46] and [47], the fields are squeezed to allow a null on the

hole wall (Figures 4.4c,d and 4.5c,d). In order to compensate for this, Martin-Moreno et al.

enlarge the hole by assuming an effective hole radius equal to the original value plus twice

the skin depth.[46] Enlarging the hole extends the field past the true hole radius and neglects

losses in the silver. Energy that should be absorbed leaks through and the transmission is

overestimated.

Next I study the impact of film thickness, hole radius, lattice constant, and angle of inci-

dence on the transmission profile for the purpose of identifying a mechanism for EOT. Surface

plasma polaritons tied to the interface between a dielectric and a metal have been included in a

possible mechanism.[47][48] While the exact role of surface waves in EOT has been a matter of

debate, they help to explain the results reported herein. First, note that transmission through

the film is a strong function of the film thickness (Figure 4.6). The transmission peaks are
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associated with waves bound to the top and bottom surfaces. When the film is thin, coupling

between the upper and lower surfaces is strong and two peaks at different wavelengths may

be observed. As the film thickness increases, the coupling weakens and the peaks merge. The

response for the 500 nm thick film is dominated by uncoupled surfaces waves.

Both the amplitude and position of the the transmission peaks are affected by the hole

radius (Figure 4.7). Unsurprisingly, larger holes transmit more energy through the film. The

peaks also shift towards longer wavelengths as the radius of the hole increases. This wavelength

shift is related to the resonant character of the transmission process. The peaks occur for holes

of a certain size relative to the wavelength. As the wavelength increases, this relative size

remains roughly constant. The peak position increases to maintain the resonant ratio between

hole radius and wavelength.

The position of the transmission peaks can largely be explained by the presence of sur-

face plasmon polaritons. At the air-metal interface, the SPPs must satisfy conservation of

momentum

ksp = k0t + iGx + jGy (4.66)

where k0t is the component of the incident wavevector that is parallel to the surface. The

reciprocal vectors are determined by the lattice constants of the film

Gx = 2π/Dx (4.67)

Gy = 2π/Dy. (4.68)

The dispersion relationship for SPPs is given by

ksp = Re

[
ω

c

√
ǫmǫd
ǫm + ǫd

]
(4.69)

where ǫm and ǫd are the permittivities of the metal and the surrounding medium, respectively.[45]

Using equations (4.66) and (4.69), the wavelength of the first-order SPP at normal incidence

may be determined

λsp = Re

[√
ǫmǫd
ǫm + ǫd

]
Dx. (4.70)

Equation (4.70) shows the relationship between the lattice constant and the SPP wavelength.

Therefore, the lattice constant significantly affects the transmission profile by determining the
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wavelength at which the SPPs occur (Figure 4.8). The peaks consistently occur at a wavelength

slightly greater than the lattice constant. The amplitude of the transmission peaks decreases as

the lattice constant increases. For a constant hole radius, a smaller fraction of the film area is

covered by the holes as the lattice constant increases and less energy is transmitted. However,

the transmission-to-area efficiency is not constant with respect to lattice constant (Figure

4.9). For a lattice constant D=600 nm, 17% of the film area is covered by the holes. We

observe a maximum transmission of approximately 57% for a transmission-to-area efficiency of

roughy 335%. The efficiency decreases to 68% for a lattice constant of 800 nm. Smaller lattice

constants appear to be more efficient than larger lattice constants. Surface waves again help to

explain this trend. Martin-Moreno et al. identify modes supported by a single interface with

parallel momentum 2π/D, the so-called first-order surface plasma polariton.[47] As the lattice

constant decreases, more parallel momentum is carried by the first-order SPP. The surface

wave traps more energy that is funneled through the film by the fundamental mode.

Finally, consider the impact of angle of incidence on EOT. Figure 4.10 shows the polar-

ization and angle of rotation for the incident field. The electric field is directed along the

x-direction which is also the axis of rotation. Losses in the silver have been neglected to clarify

the trend in Figure 4.11. At normal incidence, observe the characteristic peak around 800 nm.

As the angle of incidence increases the peaks are significantly red-shifted. Figure 4.12 shows

the transmission profile as a function of incident angle over a larger range of wavelengths.

As the angle of incidence increases from normal, the single peak splits into two peaks that

move in opposite directions. Martin-Moreno et al. note that these peaks occur at wavelengths

associated with bound surface modes.[39]

4.7 Conclusions

A mode-matching solution to plane wave scattering by a silver film perforated by an infinite

array of circular holes has been presented. Impedance boundary conditions have been imposed

on all surfaces. The results predict a peak transmission value that is in good agreement

with experiment. Extraordinary optical transmission has been studied as a function of film
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thickness, hole radius, and lattice constant. The transmission profile position, shape, and

amplitude are strong functions of film thickness, hole radius, and lattice constant. The coupling

between modes bound to the upper and lower surfaces is strongly affected by film thickness.

The resonant nature of the EOT process dictates that transmission peaks occur for holes of a

roughly constant electrical size. Small lattice constants transmit energy more efficiently than

larger ones for the film under study. At angles of incidence greater than zero degrees the single

transmission peak splits into two peaks. The results support the inclusion of surface waves in

the mechanism for EOT.
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Figure 4.3 Theoretical extraordinary transmission through a 320 nm thick

silver film perforated by an array of circular holes of radius 140

nm and lattice constant 750 nm at normal incidence from 400

to 1000 nm(a) and from 775 to 800 nm(b).
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Figure 4.4 Normalized z-component of the electric field for the fundamen-

tal mode at a wavelength of 790 nm. The x and y-axes have

been normalized by the hole radius. The panels show the real(a)

and imaginary(b) parts of the field for the fundamental hybrid

HEM11 mode used with an IBC on the hole wall. The remain-

ing panels show the real(c) and imaginary(d) parts of the field

for the fundamental TM11 mode used with a PEC boundary

condition on the hole wall.



www.manaraa.com

57

(a)

 

 

−1 0 1
−1

0

1

−0.5

0

0.5

1

(b)

 

 

−1 0 1
−1

0

1

−1

0

1

(c)

 

 

−1 0 1
−1

0

1

−1

0

1

(d)

 

 

−1 0 1
−1

0

1

−1

0

1

Figure 4.5 Normalized φ-component of the electric field for the fundamen-

tal mode at a wavelength of 790 nm. The x and y-axes have

been normalized by the hole radius. The panels show the real(a)

and imaginary(b) parts of the field for the fundamental hybrid

HEM11 mode used with an IBC on the hole wall. The remain-

ing panels show the real(c) and imaginary(d) parts of the field

for the fundamental TM11 mode used with a PEC boundary

condition on the hole wall.
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Figure 4.6 Theoretical transmission for the film thicknesses listed in the

panel.
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Figure 4.7 Theoretical transmission for the hole radii listed in the panel

for a 320 nm thick film with lattice constant 750 nm.
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Figure 4.8 Theoretical transmission for the lattice constants listed in the

panel for a 320 nm thick film with hole radius of 140 nm.
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Figure 4.9 Theoretical transmission-to-area efficiency as a function of lat-

tice constant.
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Figure 4.10 Polarization (double arrows) and axis of rotation (dashed line)

for incident field.
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Figure 4.11 Transmission for the incident angles (in degrees) listed in the

panel.
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Figure 4.12 Transmission for the incident angles (in degrees) listed in the

panel.
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APPENDIX A Fourier-Bessel series representation of the TM Green’s

functions

In this section, we propose a Fourier-Bessel series representation of the TM Green’s function

for the hollow circular and circular sectoral waveguides. We begin with the analysis of the

hollow circular waveguide.

Hollow Circular Waveguide

We seek a solution to

(∇2 + k2)g(tm)(ρ, ρs, φ− φs, z − zs) = −δ(ρ− ρs)δ(φ− φs)δ(z − zs)/ρ (A.1)

where g(tm)(a, ρs, φ− φs, z − zs) = 0. The following standard completeness relations are used

in (A.1):

δ(φ− φs) =
1

2π

∞∑

m=−∞

exp[−m(φ− φs)] (A.2)

and

δ(z − zs) =
1

2π

∫ ∞

−∞

exp[β(z − zs)]dβ. (A.3)

In this case, we also take advantage of the completeness relation for Bessel functions[2]:

δ(ρ− ρs)

ρs
=

∞∑

i=1

1

c2mi

Jm(γmiρ)Jm(γmiρs) (A.4)

where

c2mi =

∫ a

0
J2m(γmiρ)ρdρ =

a2

2
J2m+1(γmia) (A.5)

and γmi = pmi/a where pmi the ith zero of the Bessel function of orderm. The Green’s function

may be expanded in a Fourier series in the azimuthal direction

g(tm)(ρ, ρs, φ− φs, z − zs) =
∞∑

m=−∞

g(tm)
m (ρ, ρs, z − zs) exp[−m(φ− φs)]. (A.6)
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The unknown coefficients are written as an inverse Fourier transform thus

g(tm)
m (ρ, ρs, z − zs) =

1

2π

∫ ∞

−∞

ψ̃m(ρ, ρs) exp[β(z − zs)]dβ. (A.7)

By completeness, the radial function may be further expanded in terms of Eigenfunctions

g̃(tm)
m (ρ, ρs) =

∞∑

i=1

Ami(β)
1

c2mi

Jm(γmiρ)Jm(γmiρs). (A.8)

Making the appropriate substitutions in (A.1) yields

{
L2 − γ2

} ∞∑

i=1

Ami(β)
1

c2mi

Jm(γmiρ)Jm(γmiρs) =

1

2π

∞∑

i=1

1

c2mi

Jm(γmiρ)Jm(γmiρs)

(A.9)

where

L2 = −1

ρ

∂

∂ρ

(
ρ
∂

∂ρ

)
+
m2

ρ2
. (A.10)

By definition of an Eigenfunction,

L2Jm(γmiρ) = γ2miJm(γmiρ). (A.11)

Using (A.11) in (A.9)

{
γ2mi − γ2

} ∞∑

i=1

Ami(β)
1

c2mi

Jm(γmiρ)Jm(γmiρs) =

1

2π

∞∑

i=1

1

c2mi

Jm(γmiρ)Jm(γmiρs).

(A.12)

The orthogonality of the Bessel function implies that

Ami(β) =
1

γ2mi − γ2
. (A.13)

Therefore, the Green’s function for the hollow circular waveguide takes the form

g(tm)(ρ, ρs, φ− φs, z − zs) =
1

(2π)2

∞∑

m=−∞

∞∑

i=1

1

c2mi

Jm(γmiρs) exp[−m(φ− φs)]·
∫ ∞

−∞

Jm(γmiρ)

γ2mi − γ2
exp[β(z − zs)]dβ.

(A.14)
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Using the definition of γ, equation (A.14) may be expressed as

g(tm)(ρ, ρs, φ− φs, z − zs) =
1

(2π)2

∞∑

m=−∞

∞∑

i=1

1

c2mi

Jm(γmiρs) exp[−m(φ− φs)]·
∫ ∞

−∞

Jm(γmiρ)

γ2mi − k2 + β2
exp[β(z − zs)]dβ.

(A.15)

The denominator of the integrand may be factored thus

g(tm)(ρ, ρs, φ− φs, z − zs) =
1

(2π)2

∞∑

m=−∞

∞∑

i=1

1

c2mi

Jm(γmiρs) exp[−m(φ− φs)]·
∫ ∞

−∞

Jm(γmiρ) exp[β(z − zs)](
β −

√
k2 − γ2mi

)(
β +

√
k2 − γ2mi

)dβ.

(A.16)

As no branch cut occurs in the integrand of (A.16), the integral may be evaluated via the

residue theorem[14]

g(tm)(ρ, ρs, φ− φs, z − zs) =
∞∑

m=−∞

∞∑

i=1

umi

c2mi

Jm(γmiρ)Jm(γmiρs) exp[−m(φ− φs)]·

exp
[

√
k2 − γ2mi(z − zs)

]

√
k2 − γ2mi

(A.17)

where

umi =






8π γmi < k


4π γmi > k.

(A.18)

Circular sectoral waveguide

The derivation for the circular sectoral waveguide is similar to that of the previous section.

We employ the direct Ohm-Raleigh method. The governing equation is again

(∇2 + k2)G(tm)(ρ, ρs, φ− φs, z − zs) = −δ(ρ− ρs)δ(φ− φs)δ(z − zs)/ρ. (A.19)

We have Dirichlet boundary conditions on the surface of the wedge G(tm)(ρ, ρs, 0−φs, z−zs) =

G(tm)(ρ, ρs, φ0 − φs, z − zs) = 0 and on the walls of the guide G(tm)(a, ρs, φ − φs, z − zs) = 0.

Again, we choose to solve (A.19) directly. To this end, we propose the following Eigenfunction
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expansion of the Green’s function

G(tm)(ρ, ρs, φ− φs, z − zs) =
1

φ0π

∞∑

m=1

∞∑

i=1

1

c2mi

Jµ(γmiρs) sin(µφ) sin(µφs)·
∫ ∞

−∞

Jµ(γmiρ)

γ2mi − γ2
exp[β(z − zs)]dβ.

(A.20)

Here γmi = pµi/a where pµi is the ith zero of the Bessel function of order µ = mπ/φ0 and [13]

c2mi =

∫ a

0
J2µ(γmiρ)ρdρ =

a2

2

[
J′m(γmia)

]2
. (A.21)

As mentioned above, the TM potential satisfies a Dirichlet boundary condition on the surface of

the wedge. Therefore, the azimuthal basis is chosen to be Sine functions. Again, the integrand

in (A.20) may be factored

G(tm)(ρ, ρs, φ− φs, z − zs) =
1

φ0π

∞∑

m=1

∞∑

i=1

1

c2mi

Jµ(γmiρs) sin(µφ) sin(µφs)·
∫ ∞

−∞

Jµ(γmiρ) exp[β(z − zs)](
β −

√
k2 − γ2mi

)(
β +

√
k2 − γ2mi

)dβ.

(A.22)

The residue theorem implies that

G(tm)(ρ, ρs, φ− φs, z − zs) =
∞∑

m=1

∞∑

i=1

dmi

c2mi

Jµ(γmiρ)Jµ(γmiρs) sin(µφ) sin(µφs)·

exp
[

√
k2 − γ2mi(z − zs)

]

√
k2 − γ2mi

(A.23)

where

dmi =






2φ0

γmi < k


φ0

γmi > k.

(A.24)
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APPENDIX B Plasma matrix definitions

Standing Wave Definitions

We begin with the x-component of the electric field. The orthogonality of the Fourier

series over the surface of the electrode leads to two families of solutions. The coefficients

amn, dmn, pmn, and smn are coupled by the boundary conditions.

−mLyβ1 sin(β1s)amn − ωµ1nLx sin(β1s)dmn =

mLyβ2 sin(β2t/2)pmn − ωµ2nLx sin(β2t/2)smn.

(B.1)

Continuity of the y-component of the electric field implies

− nLxβ1 sin(β1s)amn + ωµ1mLy sin(β1s)dmn =

nLxβ2 sin(β2t/2)pmn + ωµ2mLy sin(β2t/2)smn.

(B.2)

Continuity of the tangential magnetic field is ensured by

−mLyβ1 cos(β1s)dmn + ωǫ1nLx cos(β1s)amn

+ ωǫ1nLxa
(0)
mn =

mLyβ2 cos(β2t/2)smn − ωǫ2nLx cos(β2t/2)pmn

(B.3)

nLxβ1 cos(β1s)dmn − ωǫ1mLy cos(β1s)amn

+ ωǫ1mLya
(0)
mn =

nLxβ2 cos(β2t/2)smn + ωǫ2mLy cos(β2t/2)pmn.

(B.4)

These equations represent a system of four equations and four unknowns

ZCd = A0 (B.5)
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where Cd =




amn

dmn

pmn

smn




is a vector of unknown coefficients. The impedance matrix Z and vector

A0 are defined thus:

Z =




ωǫ1nLx cos(β1s) −mLyβ1 cos(β1s) ωǫ2nLx cos(β2t/2) −mLyβ2 cos(β2t/2)

−ωǫ1mLy cos(β1s) nLxβ1 cos(β1s) −ωǫ2mLy cos(β2t/2) −nLxβ2 cos(β2t/2)

−mLyβ1 sin(β1s) −ωµ1nLx sin(β1s) −mLyβ2 sin(β2t/2) ωµ2nLx sin(β2t/2)

−nLxβ1 sin(β1s) ωµ1mLy sin(β1s) −nLxβ2 sin(β2t/2) −ωµ2mLy sin(β2t/2)




(B.6)

and

A0 =




−ωǫ1nLxa
(0)
mn

ωǫ1mLya
(0)
mn

0

0




. (B.7)

The coefficients bmn, cmn, qmn, and rmn satisfy a similar system of equations:

ZCvn = D0 (B.8)

where Cvn =




bmn

cmn

qmn

rmn




is a vector of unknown coefficients and D0 =




−ωǫ1nLxd
(0)
mn

ωǫ1mLyd
(0)
mn

0

0




.

Edge Wave Definitions

The matrix equations for the edge wave coefficients are given by ZmnCmn = V
(c)
mn and

ZmnSmn = V
(s)
mn. The matrix and vectors are defined thus

Zmn =




0 k2 exp(βnLx/2) k2 exp(−βnLx/2) −k2Dmn

−k2Dmn k2 exp(−βnLx/2) k2 exp(βnLx/2) 0

0 −βn exp(βnLx/2) βn exp(−βnLx/2) −Emn

Emn −βn exp(−βnLx/2) βn exp(βnLx/2) 0.0




(B.9)
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where Dmn = 1 + c
(−)
mn and Emn = βn

[
1− c

(−)
mn

]
,

Cmn =




a
(l+)
mn

c
(x+)
mn

c
(x−)
mn

a
(r+)
mn




, (B.10)

Smn =




d
(l+)
mn

s
(x+)
mn

s
(x−)
mn

d
(r+)
mn




, (B.11)

V
(c)
mn =




−k2 cos(mπ)
[
a
(0)
mn + amn

]

−k2
[
a
(0)
mn + amn

]

0

0




, (B.12)

and

V
(s)
mn =




0

0

−mπ/Lx cos(mπ)
[
d
(0)
mn + dmn

]

−mπ/Lx

[
d
(0)
mn + dmn

]




. (B.13)
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APPENDIX C Intermediate matrix definitions

P(p) = M(h1)Z(e1)−1M(e1)D(1) −D(1) (C.1)

P(m) = M(h1)Z(e1)−1M(e1)D(2) +D(2) (C.2)

R(e0) = M(h1)Z(e1)−1V(e0) (C.3)

R(h0) = V(h0) (C.4)

Q(p) = M(h2)Z(e2)−1M(e2)D(2) −D(2) (C.5)

Q(m) = M(h2)Z(e2)−1M(e2)D(1) +D(1) (C.6)

The dimension of these matrices is N , the number of Floquet modes used in the series. Often

more modes are needed to represent the fields above and below the film than inside the hole.

This results in nonsquare matrices upon testing. In order to solve the system, we reduce the

dimensionality of the larger matrices:

P(pr) = P
(p)
1:Nh,1:Nh

(C.7)

P(mr) = P
(m)
1:Nh,1:Nh

(C.8)

Q(pr) = Q
(p)
1:Nh,1:Nh

(C.9)

Q(mr) = Q
(m)
1:Nh,1:Nh

. (C.10)

Here Nh is the number of waveguide modes in the hole region.

M(f) = Q(pr) −Q(mr)P(mr)−1P(pr) (C.11)

S(e0) = −Q(mr)P(mr)−1R(e0) (C.12)

S(h0) = Q(mr)P(mr)−1R(h0) (C.13)
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